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Abstract—This paper presents an icing model developed
using Computational Fluid Dynamics (CFD). One key part part
of the model development is the surface boundary displacement
due to the accumulated mass of ice. The paper presents the
development of a boundary layer displacement method to be
included in the CFD icing model using ANSYS-FLUENT.
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I. INTRODUCTION

Icing on wind turbines has been studied over the last 20
years and modelling of icing is a discipline, which has been
approached by different methods and for different applications.
Nevertheless, utility companies wish to improve and develop
new and more precise turbine icing tools and production loss
assessment models. The need for solving the energy and mass
balance for droplets impinging on an object and to obtain the
mass of accumulated ice over time is common for most of the
tools. Within the wind power industry the model by Makkonen
[1], originally developed for power line icing, has been widely
used and is part of the iso standard iso-12494:2001 [2]. In
recent work by Davis [3] the impact of icing on wind turbines
was studied using Numerical Weather Prediction (WRF1) in
combination with an icing model based on Makkonen’s model
[1], to forecast production losses due to icing. The original
model [1] is empirically tuned for a cylinder but not a wind
turbine. Thus, to improve on this fact [3] represents the turbine
by a 1m long blade segment represented as a cylinder with a
diameter based on the leading-edge radius of the given airfoil,
and this showed promising results [4].

The power of the methodology by Davis [3] is the ability to
study icing on an annual basis and the forecasting application
provided by using the numerical weather models. However,
details of a smaller time-scale from each individual icing event
might be lost or not available. For future improvements of the
methodology, a 3D CFD icing model specifically designed for
wind turbines is put forward as a solution [3]. The methodol-
ogy used by Vattenfall is similar to the overall approach seen
in [3], but without any modifications to the Makkonen model.
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Similar to the conclusions from [3] experience have shown that
changes to the ice model are essential to improve the overall
production loss assessment methodology. Thus, this work aims
to clarify whether a detailed CFD model can bring value into
the current methodology for production loss assessment.

CFD models have met resistance in the wind power in-
dustry because of the computation time, the use of constant
meteorological conditions and finally it has been questioned,
if the accuracy gained from the micro-physics of a CFD
simulations is necessary. In [5] an icing event of 17 hours
was modelled using FENSAP-ICE based on data collected at a
wind farm in Gaspé, Québec, Canada. The computational time
was reduced by using a multi-shot approach of 34 steady-state
simulations of 0.5 hours of icing, dividing the turbine blade
into 9 stations and running the simulation in 2D. FENSAP-ICE
is an commercial CFD code, which was originally developed
for aircraft icing and is based on Messinger’s model from
1953 [6]. The simulations were fed with observed values of
temperature and wind speed and to obtain the power output
a BEM-code was included. Another example of FENSAP-
ICE being used for wind turbine application is seen in [7]
and the [8], where performance degradation and power losses
were studied and the possibilities of the design of an anti-
icing system was proposed. The drawback of FENSAP-ICE
is the strong link to the aircraft industry and that the model
does not include shedding, which allows exaggerated ice horns
to form [3]. Production loss assessment methods driven by
numerical weather models [3] are typically fed with 1 hour
based data. Such data can also be used in CFD simulations,
as well as data of a much smaller time-scale. Furthermore,
distributions of the Median Volumetric Diameter (MVD) can
be included, which completely eliminates the issue of constant
meteorological conditions.

A challenge when studying icing is the accessibility to
observed and measured data. One problem is the reliability
of the measurement equipment, as pointed out in [9]. Another
is the complexity related to measuring and observing icing
directly on the turbine itself, as seen at the TechnoCentre
éolien, Quebec, Canada [10]. Thus, to circumvent the issue an
ice sensor, installed at Vattenfall’s Swedish wind farm, Stor-
Rotliden, has been chosen as the foundation of the develop-



ment of an CFD-based icing model for wind turbines. The ice
sensor is combitec IceMonitor, which is a 0.5m long freely
rotating cylinder with a diameter of 3cm. It is installed on
a met mast together with other measurement equipment, as
seen in Figure 1. From the CFD model development based on
the IceMonitor, including testing and validation, the approach
will be applicable to any geometry such as a turbine blade
or a blade section. As the numerical platform of the study
ANSYS-FLUENT has been used.

(a) (b)

Fig. 1. The IceMonitor to the left in the pictures at Stor-Rotliden wind farm
with limited ice (a) and fully iced (b).

Other studies using ANSYS-FLUENT for icing applica-
tions are seen in [11] and [12]. In [11] the flow field around
three different iced airfoils based on the airfoil (NACA 63-
415) are simulated. The three geometries were obtained from
experiments using in-fog icing conditions in a refrigerated
wind tunnel. The k-ω SST turbulence model was used to study
and compare numerical and experimental values of the lift,
drag and pressure coefficients. A similar study was carried out
in [12]. Another icing related study carried out using ANSYS-
FLUENT is presented in [13], where the droplet collection
efficiency (β) was calculated using an Eulerian frame, by
employing the User-Defined-Scalar-Transport framework in
ANSYS-FLUENT. In the Eulerian frame the collection effi-
ciency was defined as:

β =
αn(u · n)

U∞
(1)

where n is the unit surface normal vector, αn is the normalised
droplet volume fraction on the surface and U∞ is the free-
stream velocity. This approach, of calculating the collection
efficiency, is equivalent to the approach by FENSAP-ICE
presented in [14]. Common for the previous work carried out
using ANSYS-FLUENT is:

• decoupling of the iced geometry obtained and studying
the aerodynamic changes of the iced geometry

• decoupling of the impingement model and ice model
with the geometry change of the iced object

However, this study aims to combine the entire process into a
full icing model capable of:

1) Impingement model (multiphase flow and collection
efficiency)

2) Ice model including runback
3) Generation of new geometry of iced object
4) Study of the aerodynamic changes and the ability to

add a heat source for de-icing applications

This paper focuses on the generation of the new geometry of
the iced object. This is an essential step, which has to be robust
and able to handle any kind of ice accumulation on the surface.
From a CFD point of view, two approaches are suitable for this
purpose:

• variable porosity

• surface boundary displacement

If taking a look at fouling deposition modelled in various
CFD-combustion applications, the underlying methodology is
similar to the accumulation of ice. An example is the work
seen by Knudsen [15], where a porosity model is developed
in ANSYS-CFX to account for the geometry change due
to ash deposition. Using porosity approach in CFD simply
means prescribing a porosity to each cell and updating the
porosity according to the accumulated mass. Thus, if the given
cell is completely covered by mass of for example ash slag,
the cell will be included as completely blocked in the CFD
flow solution. In this way, the geometry change is taken into
account. The advantage of this approach is that a complex
mesh-update algorithm is avoided and the computational time
is kept low. The drawback could be the need for a very fine
mesh to account for smaller-scale geometry changes, which
might be interesting to include in an ice accretion model.

The other way to account for the accumulated mass is to
update the surface boundary mesh and generate a new iced
geometry. In [16] a method to predict ice on an airfoil is
presented using a 2D panel method and Messinger’s model
as the thermodynamic model. From the calculated mass of
accumulated ice, the ice thickness is found as h = ṁice∆t

ρice∆s
(m), where ρice is the ice density [16] [17]. The new surface
is generated by first placing the new nodes at the corre-
sponding thickness in a perpendicular direction to the old
surface followed by connecting the nodes by average points
between the nodes. To account for shape distortion and twisting
of the grid, for example, glaze ice conditions, a smoothing
algorithm is included, which can delete and renumber nodes.
In [18] heat and mass transfer is studied with in improved
roughness model for aircraft applications using a the 2D
CIRAMIL code, which is a combination of a 2D potential flow
solver and a thermodynamic solver. The panels are updated by
using the bisection-method, which insures that the ice grows
continuously in the normal direction to the surface. The panels
are calculated based on the old nodes and the ice sections are
limited by the bisection of angles with adjacent neighbouring
panels. In FENSAP-ICE the mesh is updated similar to [16]
by a surface displacement vector ∆h = ṁice∆t

ρice
, which is

obtained from the ice accretion speed vector normal to the
surface [19]. The ice accretion speed vector is used as an
input to an Arbitrary Lagrangian-Eulerian (ALE) formulation
to displace the surface in time [19] [20].

II. METHOD

The model is set-up in the environment of ANSYS-
FLUENT following a preliminary modelling study [21]. The
Euler-Euler multiphase model [22] is employed to express the
two-phase droplet laden flow of air and super-cooled water
droplets in combination with the k-ω SST turbulence model
[11], assuming no coalescence or break-up of particles and



no heat or mass transfer between the phases. As mentioned
previously two methods are suitable for taking the accumulated
mass of ice into account. In this study it was chosen to use the
surface boundary displacement method. The surface boundary
displacement are addressed by employing User Defined Func-
tions. The entire method is illustrated by the flow-diagram in
Figure 2.

Calculate collection efficiency from 
droplet impingement 

Ice model:
Solve energy and mass balance on 
boundary surface

Boundary displacement

Initialization

End

Update fluid domain

Get multiphase flow solution

Fig. 2. Flow diagram of the modelling structure

A. Ice Model

In this study a simplified rime ice situation is modelled,
since the surface boundary displacement is the main objective
of the paper. Under rime ice accretion it is assumed, that
all particles which hit the surface will freeze instantly and
turn into ice. In fact, the complete model is based on a set
of partial differential equations (PDEs), originally presented
in [6]. The PDEs will be integrated in the model frame
by the User-Defined-Scaler-Transport framework in ANSYS-
FLUENT [23]. The mass of ice ṁice initiates the mesh update
algorithm and is explained in the following section.

B. Boundary displacement

To insure a reliable and robust surface boundary
displacement, the accumulated mass of ice has to be
conserved, the ice growth is continuous and normal to
surface and the displacement must be mesh independent.
The surface boundary displacement is initialised by the
Dynamic-mesh package by ANSYS-FLUENT [22], from
where the DEFINE−GRID−MOTION macro is used, which
is linked to an ANSYS-FLUENT node position algorithm.
The macro is transient and by an iterative process the node
points can be updated. The approach of this study is inspired
by work using the ice height ∆hice to displace the node points.

From the instantaneous accumulated mass of ice the mesh
is updated by calculating a node displacement vector ~vn,i
giving an (x,y,z) coordinate of the new location of the node.
The node displacement vector is obtained by a face-looping
approach as follows:

1) Obtain face cell centre position displacement vector
(vf,i), see Equation 2

2) Relate/convert face cell centre position to new node
positions

3) Move node point location by node displacement
vector by an iterative mesh update process

vf,i =
ṁice

ρice
n (2)

where, ρice is the density of ice and n is the surface normal.
Figure 3 illustrates the boundary displacement only based on
the face centre displacement vectors. The shaded grey area
is the area from each boundary cell, which is occupied by
accumulated ice according to the face centre displacement
vector. The red circle shows the inconsistent distribution of the
accumulated mass of ice between the faces, which challenges
the creation of the new surface boundary.
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Fig. 3. Boundary displacement by face centre displacement vectors.

To circumvent the issue illustrated in Figure 3, correspond-
ing node displacement vectors are found by liner interpolation,
as illustrated in Figure 4. From this method, the total accumu-
lated mass of ice in each boundary cell will be distributed
evenly to created the new surface boundary of the object,
illustrated by the dashed line.
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Fig. 4. Boundary displacement by converting face centre displacement vectors
to node displacement vectors.

By the linear interpolation the contribution from the node
neighbouring face, fL and fR , to the node displacement vector
is enabled. The nodes are updated according to the following
expression:

pt+∆t
n,i = ptn,i + vtn,i∆t (3)

where pn,i is the current node positions, t is the current time
and ∆t the time step. The boundary layer displacement is fully
transient, which means that the mesh is updated every time
step.



III. RESULTS

Two 2D situations were studied, one with an angle of
attack(aoa) of 0o and one with an aoa of 16o. The C-grid
topology was used to generate the grid, which consist of an
outer unstructered part and an inner structured part surrounding
the cylinder, as seen in Figure 5.

Fig. 5. Computational domain.

The conditions of the simulations are shown in Table I.

TABLE I. TEST CASE SETTINGS. * = NUMBER OF CELLS AT
BOUNDARY

Parameter:
Total no. cells 5013 mixed cells
BC cells* 82 no. cells
Time step size 0.01 (s)
Simulation time 15 (min)
aoa 0, 16 o

U∞ 20 m
s

T∞ -10 Co

αd,∞ 3.33·10−7 −
LWC 0.3 g

m3

MVD 10 µm

In the simulation it is assumed that ṁice ≈ ṁimp =
U∞LWCβ. This implies that all mass, which hit the object
will freeze and accumulate on the boundary. The assumption is
close to assuming rime ice accretion. The collection efficiency
(β) at t = 0 min, for the two cases are seen in Figure 6. As
expected the maximum collection is shifted to the left for the
case of aoa = 16o.

Figure 7 and Figure 8 shows the geometry change over 15
minutes of ice accretion, divided into intervals of 5 minutes.
The ice growth is seen on the front of the cylinder around
the stagnation point, which seems reasonable because of small
MVD which results in the particles following the airflow and
being deflecting around the object.
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Fig. 6. Collection efficiency before ice accretion.
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Fig. 7. Ice accretion shapes during 15 minutes of ice accretion at aoa of 0o.
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Fig. 8. Ice accretion shapes during 15 minutes of ice accretion at aoa of 16o.



IV. DISCUSSION AND CONCLUSION

In this study it was found, that updating the mesh using the
dynamic-mesh frame in ANSYS-FLUENT by applying a node
displacement algorithm was feasible. A test case of 15 minutes
of ice accretion was simulated successfully. To improve the
mesh update a higher order discretisation scheme will be
tested, such as the spline method. Furthermore, since the mesh
update is fully transient it is time consuming especially for
more dense mesh. Thus, for simulating longer icing events
it is considered to let the model run in a so-called quasi-
steady mode, similar to the 17 hours icing event in [24]. To
improve on the ice model, a thermodynamic model will be
included, which enables the study of glaze ice accretion and,
for example, de-icing conditions.
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